Application of Hidden Markov Modeling to Objective Medical Skill Evaluation
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Abstract: A methodology using Hidden Markov Modeling (HMM) is used to analyze medical procedural data from the E-Pelvis database. The focus is on the method of selection of HMM parameters. K-Means is used to choose the alphabet size. Successful classification rates of near 60% are observed. This result is a less accurate than seen when using Markov Modeling in a previous study.

1. Introduction

Currently, many accepted methods of training rely on the subjective analysis of performance by an expert. The methodology for assessing surgical skill as a subset of surgical ability is gradually shifting from subjective scoring of an expert which may be a variably biased opinion using vague criteria towards a more objective quantitative analysis. The ultimate aim is therefore to develop a modality independent methodology for objectively assessing medical competency. The methodology may be incorporated into a simulator, surgical robot, or performance tracking device during a real procedure and provide objective and unbiased assessment based on quantitative data resulting from the physical interaction between the physician and modality used to measure competency.

2. Background

Markov Modeling (MM) and Hidden Markov Modeling (HMM) are effective methods for deconstructing and understanding speech data. An analogy between spoken language and medical procedure [1] is used to apply these methods towards objective surgical skill analysis. An effective method of evaluation using MM was developed [2]. In our previous work, MM was found to successfully classify 82 subjects into two classes (expert and novice) with a 92% success rate [3]. Another study used MM to classify 5 expert and 5 novice surgeons 87.5% correctly with data acquired from the BlueDRAGON laparoscopic surgery data acquisition tool [4]. In [5], significant differences between surgeons in different levels of residency were found: 1) Magnitude of applied Forces/Torques; 2) Types of tool/tissue interactions; 3) time intervals spent in each tool/tissue interaction. Evidence was obtained which supported...
the idea that a major portion of laparoscopic surgical capabilities is acquired between the first and third years of residency training.

The difference between MM and HMM is a subtle but important one. In MM, observed data is converted into model states, hence the model states directly reflect the physical reality of the process being modeled. In HMM, the states of the model do not directly reflect the physical reality. Instead, the model states represent an underlying hidden stochastic process that, similar to reality, could produce the observed data.

Can HMM classify subjects more correctly than MM? This study uses HMM to classify a dataset that was previously classified using MM. The results of this experiment are useful for future applications of HMM and MM to objective skill assessment algorithms.

3. Method

HMM software tools were used to construct two models from data acquired with the E-Pelvis physical simulator [6-8]. The parameters of the models were then adjusted based on obtained results to improve performance of the models. Data from 15 expert subjects and 15 novice subjects were used. These are the same data that were used as the training set in the previous MM study [2]. For more detail on HMM, the reader is referred to L. Rabiner’s tutorial [9].

Parameters of expert and novice models are determined using iterative learning techniques. Subjects are scored against the two trained models by finding the probability for the most likely path through each model. The subject is classified as a member of the class for which the probability is highest.

The number of states in the model is chosen by creating 29 different models, each with a different number of states ranging from 2 to 30. The training data was then classified. The 4-state model classified the training data most correctly with the best error margin, and therefore we chose to work with this 4-state model during the rest of this experiment. The data was quantized to N clusters using K-Means clustering. Due to computational concerns, a smaller N is desirable. The distortion of the clustering process measures the MSE between the original data points and the chosen cluster centers, and this value decreases as N increases. The silhouette value is a measure of similarity between data points within a cluster relative to points in other clusters, and ranges from -1 to 1. Larger silhouette values imply a clearer distinction between clusters, and as more clusters are chosen, the silhouette value tends to decrease. N=9 was selected as a trade-off between computational concerns and distortion. For N>9, to gain more improvement in distortion would require significant loss of silhouette as compared to N<=9 (see Figure 1). The clusters correspond to observations in the HMM.

Training subject models were used to artificially generate random sample data to test the models. The experiment was performed using all subjects, and then repeated using a purified training subject subset. This subset was chosen by generating 25 trials of random sample data from individual subject models. 8 subjects who had the highest misclassification rate were removed from the training set for the second experiment.
4. Results

Using the unpurified training subject groups, successful classification occurred for 57% of subjects over all trials. Experts were classified correctly 87% of the time, and novices correctly 27% of the time. Using purified training subject groups, successful classification occurred for 62% of subjects over all trials. Experts were classified correctly 64% of the time, and novices correctly 59% of the time. During the selection of the number of states to use, all subjects tended to score closer to novice as the number of model states was increased. This result is not superior to the previous MM work, but HMM may have other merits.
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